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New Memory Challenges
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Project: Lo(cklg)-Free Allocator

Morsels are minimal self-contained address space abstractions that form the core Morsels need a page allocator for the hardware-specific page sizes (4K, 2M).
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B Exokernel-style approach: Close to MMU hardware DBMS Co-Design: Combine advantages of MMIO with explicit control

B Scalable for large amounts of memory and many processing elements
B Lock-free and crash-consistent

B Explicit alloc/free/read/write on a reserved memory pool
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Morsels in the Address Space
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